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Abstract

It is essential for ISPs to offer both performance and survivability guarantees at the IP/MPLS layer.

Capacity planning is needed to ensure there will be sufficient resource availability and quality of service

under normal circumstances, and during network failures.

In this paper we study the issue of capacity planning for survivable MPLS networks providing DiffServ

EF and BE traffic classes. Our goal is to minimize the total link cost, subject to the performance and

survivability constraints of both EF and BE classes. The problem is formulated as an optimization

problem, where we jointly select the routes for edge to edge EF and BE user demand pairs, and assign

a discrete capacity value for each link. Capacity for the EF class is fully restorable under the single link

failure model, while restorability of the BE class can be adjusted by the network operator.

We propose an efficient solution approach based on the Lagrangian Relaxation and subgradient

methods. Computational results show that the solution quality is within a few percent of optimal, while

the running time remains reasonable for networks with 1000 nodes, 2500 links, and 40,000 demand pairs.

This represents the first work on capacity planning for survivable multiple-class-of-service IP/MPLS

networks with non-linear performance constraints.

1 Introduction

The last few years witnessed the explosive growth of mission-critical data traffic carried by the Internet,

and the emergence of general societal dependencies on the Internet. We are now almost as dependent on
∗This work is supported by DARPA and AFOSR (under grants F30602-99-1-0540 and F49620-99-1-0264).
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the availability of the communication networks as on other basic infrastructures, such as roads, water, and

power. With up to 100 terabits per second of data traffic possibly carried in a single fiber with DWDM,

failure of a single fiber could be catastrophic. Despite efforts to physically protect the fiber optic cables,

cable cuts are surprisingly frequent according to the FCC. Survivable network design, which refers to the

incorporation of survivability strategies to mitigate the impact of the given failure scenarios, has become

a vital part of network design, not an afterthought.

The current network architecture is moving toward a two layers structure where IP/MPLS [15] [29] is

on top of optical WDM networks. Traditionly, network resilience primarily relies upon the functionalities

provided by SONET and ATM [35][31]. As mentioned in [18], most ISPs rely on the IP layer when failures

occur. But IP-based failure recovery schemes suffer from long delay and/or routing instability [27].

MPLS-based recovery has become a viable solution because of the faster restoration time than IP

rerouting. There are many works that investigated recovery schemes in MPLS enabled networks [14][20].

With MPLS layer protection, the failure is detected either by the MPLS layer detection mechanism (such

as “exchange of Hello message”), or the signaling message propagated from the lower layer [14]. Once

a failure is detected, protection switching based recovery mechanisms are used. A LSP is protected by

a pre-established recovery path or path segment. The resource allocated to the recovery path, the so-

called spare capacity, may be fully available to preemptible low priority traffic. The spare capacity can

be shared by multiple recovery paths corresponding to different failure scenarios, to further reduce the

resource redundancy [19]. With MPLS-based recovery, it is possible to differentiate the level of protection

for different classes of service [5]. For example, Expedited Forwarding (EF) based service, such as virtual

lease line service, can be supported by link protection with a reserve path that offers 100% restorability.

Best effort (BE) traffic, on the other hand, may not need to be fully restorable, or may simply rely on IP

rerouting without being assigned any spare capacity in the network.

The cost of redundancy for survivability can be very high, compared to a corresponding network
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designed only to serve the working demands under normal conditions. One of the major interests in

survivable network design has been providing cost-efficient resource allocation.

Most of the work on survivable network design has been concentrated on the classic spare capacity

allocation problem (SCA) [13][23][22]. The SCA problem assumes that information about the operational

network is given; the focus is only on the calculation of backup paths and spare capacities, not the primary

path and total capacity. It has been shown in [19], however, that even though optimizing the working

path and the backup path together is computationally more expensive, it offers significant advantage for

the total capacity savings. Since capacity planning is usually performed infrequently (on the time scale of

weeks to months), we can afford the extra running time in exchange for a lower network cost.

With the popularization of e-commerce and new value-added services over IP, it is desirable for the next

generation Internet to offer Quality of Service (QoS), the ability to support multiple traffic classes with

different levels of performance guarantees. MPLS and Differentiated Service [8][28] are regarded as two key

components of QoS. There has been work on survivable network design touching on the issues of multi-

class traffic, such as the architectural aspects of differentiated survivability [5]. However, no quantitative

treatment of the subject has been done so far.

In this paper, we study the issue of capacity planning of survivable MPLS networks. The targeted

MPLS networks will be providing DiffServ EF and BE traffic classes [34][11]. Since our approach requires

a precise performance model for optimization, we do not include the AF traffic classes in this paper,

due to the lack of a consensus on the implementation of the AF PHB [4]. We focus on the problem of

resource dimensioning and traffic routing, and assume that the network topology is given. The problem

is formulated as an optimization problem, where we jointly select the primary and backup LSPs for edge

to edge EF and BE user demand pairs 1, and assign a discrete capacity value for each link. The goal is
1The term ”‘demand pair”’ and ”‘demand”’ are used interchangeably through out the paper. Depending on the goals

of the network designer, a demand pair may correspond to a single flow, or an aggregation of flows sharing the same QoS

requirements, source and destination, and path through the network.
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to minimize the total link cost, subject to the performance and survivability constraints of both EF and

BE classes. The non-bifurcated (i.e., single-path) routing model is used for the EF class as required by

[11], so that the traffic from a single EF demand pair will follow the same LSP between the origin and the

destination. Traffic in the BE class is allowed to be split across multiple LSPs. The performance constraint

of EF traffic is only represented by a bandwidth requirement, as specified in [11].

Most of literature on the design of survivable network only consider the case of single link failures [14].

While there are recent works investigating the issues of double-link failure [10], the existing methods for

protection switching are designed for single link failures. We assume there is only single link failure in this

paper. We assume that each EF user demand is assigned a primary LSP as well as a backup LSP with

enough preemptible bandwidth; therefore it will not be affected by any single link failure. The performance

as well as the survivability constraints of the BE class are characterized by the upper limit on the average

delay in each link, assuming no more than a single link failure. Queueing is modeled as M/G/1 strict

priority queues.

The novel aspect of our problem is the fact that two traffic classes, EF and BE, with independent

performance and survivability requirements, share the same capacity resource, which results in a complex

non-linear performance constraint. In addition to the non-linear performance constraint, non-bifurcated

routing and discrete link capacity constraints dramatically increase the degree of difficulty, and significantly

limit the viable solution approaches.

There are related papers on capacity planning that do not deal with survivability issues. A survey of

those works can be found in [32].

The remainder of this paper is organized as follows. In Section 2, notation and detailed assumptions

and models are presented. The problem definition is given in Section 3. Section 4 shows a Lagrangean

relaxation of the original problem, and describes the subgradient procedure to solve the resulting dual

problem. Section 5 presents some numerical results on the use of the method. The paper is concluded in

4



Section 6.

2 Notation and Assumptions

The issue of capacity planning of reliable MPLS networks supporting DiffServ EF and BE traffic classes is

studied in this paper. The network is considered reliable as long as the given performance constraints are

satisfied under any single link failure scenarios.

A link based formulation is used throughout this paper. Our notation is defined in Table 1. Compared

to our previous work [34], Bkj , δlb, x̂
ef
jkb, x̂

be
jkb, and r are new variables introduced to reflect the survivability

constraints. Please refer to [32] for more complete discussion on the notations and assumptions.

The network topology is assumed to be given, as well as the set of candidate LSPs Jk for each O-D

(Origin-Destination) pairs. As mentioned, we only study the failure scenario where there is at most a

single link failure. The given networks must be two-link-connected [12], which implies that there are at

least two link-disjoint paths for any O-D pair. For every candidate path j, j ∈ Jk, there is a set of set

of candidate backup paths Bkj , which consists of LSPs that are link-disjoint from the primary LSP j, to

ensure the availability of the backup path regardless of the failure scenarios. δlb defines the route of backup

path b. The backup paths for the EF and BE user demands on path j, will be specified by the backup

path routing variables x̂efjkb, x̂
be
jkb respectively.

Tl denotes the index of available link types for link l. Only one link type can be used for each individual

link. The capacity and the cost of link l, ψ̃l and C̃l respectively, are:

ψ̃l =
∑

t∈T
ultψlt, C̃l =

∑

t∈T
ultClt (1)

There is no linear relationship assumed between Clt and ψlt, therefore the link cost is not necessarily a

linear function of the link capacity. For an EF demand m,m ∈ Mk, we differentiate between the average

arrival rate, αefkm, and the requested bandwidth, ρefkm. ρefkm is usually a value between the average arrival
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Network Candidate paths and routing
L set of links in the network Jk set of possible candidate LSP paths for

the O-D pair k, k ∈ K
K set of (both EF and BE) Origin-

Destination (O-D) pairs
δl
j link-path indicator; 1 if path j uses link l,

j ∈ Jk, k ∈ K, l ∈ L, 0 otherwise
Tl index of available link types for link l ∈ L Bkj set of candidate backup paths, which are

link disjoint from j, j ∈ Jk

ult link type decision variable; 1 if link type
t is used for link l ∈ L, 0 other wise

δl
b link-path indicator; 1 if backup path b

uses link l, b ∈ Bkj , j ∈ Jk, k ∈ K, l ∈ L,
0 otherwise

ψlt size of the capacity of link type t, t ∈ Tl xef
kmj EF primary path routing variable; 1 if EF

demand m,m ∈Mk, k ∈ K uses path
ψ̃l total capacity of link l, l ∈ L j ∈ Jk, 0 otherwise

xbe
kj BE primary path routing variable: the

Clt cost of the link type t, t ∈ Tl, l ∈ L portion of BE demand k that uses candi-
date path j, j ∈ Jk. xbe

kj can be any real
value

C̃l total cost of link l, l ∈ L between 0 and 1
x̂ef

jkb, x̂
be
jkbbackup path routing variable, 1 if backup

path b ∈ Bkj is used by path j ∈ Jk

EF demand related BE demand related
Mk set of EF demands for O-D pair k, k ∈ K αbe

k average arrival rate of a BE traffic de-
mand, k ∈ K

αef
km average arrival rate of an EF traffic de- βbe

l average arrival rate of total BE traffic de-
mand on link l ∈ L

mand m, m ∈Mk, k ∈ K dl average delay experienced by BE traffic
on link l ∈ L

ρef
km requested bandwidth of EF traffic de-

mand m, m ∈Mk, k ∈ K
dlmax maximum value of dl allowed for link l ∈ L

ηl total requested bandwidth of EF demand
on link l ∈ L

r BE traffic restoration level

βef
l average arrival rate of total EF traffic de- gl BE delay bound factor

mand on link l ∈ L ỹ,ỹ2 the first and second moment of packet
size, (units: bits & bits2)

Table 1: Notation

rate and the peak rate. It is noted in [11] that the packets of the EF traffic class belonging to the same

flow should not be reordered. Consequently, traffic from the same EF demand can not be separated into

different LSPs. For the same reason, only one backup path will be used per EF user demand. Given a

failure of link F , F ∈ L, the total amount of EF user demand on link l is:

ηl =
∑

k∈K

∑

m∈Mk

ρefkm

∑

j∈Jk

(xefkmjδ
l
j +

∑

b∈Bkj

xefkmjδ
F
j x̂

ef
jkbδ

l
b) (2)

where (xefkmjδ
l
j) equals 1 if the EF demand m uses LSP j as its working path and the path j includes link l,
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and 0 otherwise, while (xefkmjδ
F
j x̂

ef
jkbδ

l
b) equals 1 only if the working path of the EF demand m is interrupted

by the link failure F and the backup path b uses link l.

Similarly, average arrival rate of total EF traffic on link l can be calculated according to the following

equation:

βefl =
∑

k∈K

∑

m∈Mk

αefkm

∑

j∈Jk

(xefkmjδ
l
j +

∑

b∈Bkj

xefkmjδ
F
j x̂

ef
jkbδ

l
b) (3)

For each O-D pair k, only one BE demand pair is defined, which can be looked as the aggregation of

multiple BE demands with the same O-D. Unlike EF traffic, we allow the traffic within a single BE demand

to split arbitrarily across any number of candidate LSPs, therefore the aggregation of BE traffic would

potentially improve the effectiveness of traffic engineering. However, we assume only one backup path will

be used for traffic on the same working path. We assume that the BE traffic may not be fully restorable

in case of link failure. BE traffic restoration level r, a value between [0,1], represents the proportion of

BE traffic on each link that is being protected. The ability to set the restoration level of BE traffic and

accordingly differentiate the resilience level provides a powerful tool to the service provider. It allows the

ISP to clearly demonstrate the advantage of premium service based on EF class, and also allows the ISP

to fine tune the redundancy level and total network cost.

The total BE load (average arrival rate) on link l is:

βbel =
∑

k∈K
αbek

∑

j∈Jk

(xbekjδ
l
j + r

∑

b∈Bkj

xbekjδ
F
j x̂

be
jkbδ

l
b), ∀F ∈ L (4)

It is assumed that the requested bandwidth of a EF user demand is defined in a way such that the

performance of an EF demand will be guaranteed if it is given the requested bandwidth.

ηl 6 ψ̃l, ∀l ∈ L (5)

There are many discussions regarding the limits on the link utilization of EF user demands [9]. The

revised EF PHB, RFC3246 [11], introduces an error term Ea for the treatment of the EF aggregate, which

represents the allowed worst case deviation between the actual EF packet departure time and the ideal
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departure time of the same packet. This revision makes it possible for the EF utilization to go up as high

as 100% [37]. In this paper, we assume that there are no additional constraints on the EF utilization.

We pick the average delay as the sole performance measurement for BE traffic in this paper as suggested

by [24]. We evaluate the performance of BE traffic on a per-link basis (i.e., not end-to-end). The value

ỹ

ψ̃l
stands for the average transmission delay of packets. We use ỹ

ψ̃l
as the basis for the delay bound. Let

dlmax = gl
ỹ

ψ̃l
, where gl is a parameter defined by the network designer. The larger the value of gl, the more

bandwidth is required for link l, therefore the lower the link utilization. We assume that the performance

of BE traffic is satisfactory if dl 6 dlmax. Note that the delay bound dlmax remains the same under the

normal condition and the failure scenarios.

Every router is modeled as a M/G/1 system with Poisson packet arrivals and an arbitrary packet

length distribution. [30] concludes, through both simulation and analytic study, that even though the

traffic exhibits bursty behavior at certain time scales, the relationship between the variance and the mean

is approximately linear, or “Poisson-like”, if they are measured over larger time scales, where the traffic

can be treated as if it were smooth. Our choice of the Poisson arrival model is justified because we are

more concerned about the average BE performance over a large time scale for capacity planning purposes.

From the average queueing delay formula of the priority queue [21], we obtain the performance con-

straint for BE traffic:

dl =
ỹ

ψ̃l
+
ỹ2

2ỹ
βefl + βbel

(ψ̃l − βefl )(ψ̃l − βefl − βbel )

6 gl
ỹ

ψ̃l
(6)

With some rearrangement, (6) yields

ψ̃l > f(βefl , β
be
l ) (7)

where

f(βef
l , βbe

l ) = βef
l +

βbe
l

2
+
ỹ2(βef

l + βbe
l )

4(ỹ)2(gl − 1)
+

1
2

√

(2βef
l + βbe

l +
ỹ2(βef

l + βbe
l )

2(ỹ)2(gl − 1)
)2 − 4βbe

l (βbe
l + βef

l ).
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In order to have a meaningful solution for constraint (7), ψ̃l > βefl + βbel is required.

3 Problem Formulation

The formal problem definition is presented below.

Given: L,K, Tl, ψlt, Clt, Jk, δlj , Bkj , δ
l
b,Mk, α

ef
km, ρ

ef
km, α

be
k , dlmax, r, gl, ỹ, ỹ

2

Variable: ult, x
ef
kmj , x

be
kj , x̂

ef
jbk, x̂

be
jbk

Goal:

min
∑

l∈L
C̃lt

Subject to:

ult = 0/1,
∑

t∈Tl

ult = 1 (8)

xefkmj = 0/1,
∑

j∈Jk

xefkmj = 1 (9)

∑

j∈Jk

xbekj = 1 (10)

x̂efjkb = 0/1,
∑

b∈Bkj

x̂efjkb = 1 (11)

x̂bejkb = 0/1,
∑

b∈Bkj

x̂bejkb = 1 (12)

ψ̃l > ηl (13)

ψ̃l > f(βefl , β
be
l ) (14)

(8) imposes a discrete constraint on the link capacities. Constraint (9) ensures that all traffic from one

EF O-D pair will follow one single path. (11)(12) denotes that only one backup path will be used for each

working path. Constraint (13)(14) ensures the performance of EF and BE traffic respectively.

Because C̃l is non-decreasing with respect to βefl , ηl, and βbel , this problem can be reformulated as:

min
∑

l∈L
C̃l (15)
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Subject to (8)(9)(10)(11)(12) (13)(14) and:

ηl >
∑

k∈K

∑

m∈Mk

ρefkm

∑

j∈Jk

(xefkmjδ
l
j +

∑

b∈Bkj

xefkmjδ
F
j x̂

ef
jkbδ

l
b) (16)

βefl >
∑

k∈K

∑

m∈Mk

αefkm

∑

j∈Jk

(xefkmjδ
l
j +

∑

b∈Bkj

xefkmjδ
F
j x̂

ef
jkbδ

l
b) (17)

βbel >
∑

k∈K
αbek

∑

j∈Jk

(xbekjδ
l
j + r

∑

b∈Bkj

xbekjδ
F
j x̂

be
jkbδ

l
b) (18)

We refer to the problem defined by (15,8,9,10,11,12,13,14,16, 17, 18) as problem (P) in the rest of

this paper. As can be seen from the above problem formulation, problem (P) is a non-linear integer

programming problem, which is considered to be at least NP hard [2].

4 Solution Method

4.1 Lagrangean Relaxation

Lagrangean Relaxation is a common technique for multicommodity flow problems [2]. It has been success-

fully applied to the capacity planning and routing problems [16] [17] [3] [25] [26], and our previous work

[33][34]. We describe its use for our problem in this section. Please refer to [32] for more detail.

Using Lagrangean Relaxation, relax (16)(17) and (18), and we have the Lagrangean as:

L(xefkmj , x
be
kj , x̂

ef
jbk, x̂

be
jbk, ult, λ

ef
l , λ

η
l , λ

be
l )

=
∑

l

(C̃l − ληl ηl − λ
ef
l β

ef
l − λ

be
l β

be
l )

+
∑

k∈K

∑

m∈Mk

∑

j∈Jk

xefkmj

∑

l∈L
(ληl ρ

ef
kj + λefl α

ef
km)(δlj +

∑

b∈Bkj

δFj x̂
ef
jkbδ

l
b)

+
∑

k∈K

∑

j∈Jk

xbekj
∑

l∈L
λbel α

ef
k (δlj + r

∑

b∈Bkj

δFj x̂
be
jkbδ

l
b) (19)

The Lagrangean dual problem (D) is then:

max
λη

l ,λ
ef
l ,λbe

l >0
h(ληl , λ

ef
l , λ

be
l ) (20)
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where:

h(ληl , λ
ef
l , λ

be
l ) = min

xef
kmj ,x

be
kj ,x̂

ef
jbk,x̂

be
jbk,ult

L(xefkmj , x
be
kj , x̂

ef
jbk, x̂

be
jbk, ult, λ

ef
l , λ

η
l , λ

be
l ) (21)

Since ηl, β
ef
l , β

be
l and xefkmj , x

be
kj , x̂

ef
jkb, x̂

be
jkb are independent variables,

minL =
∑

l

min(C̃l − ληl ηl − λ
ef
l β

ef
l − λ

be
l β

be
l )

+
∑

k∈K

∑

m∈Mk

min[
∑

j∈Jk

xefkmj

∑

l∈L
(ληl ρ

ef
kj + λefl α

ef
km)(δlj +

∑

b∈Bkj

δFj x̂
ef
jkbδ

l
b)]

+
∑

k∈K
min[

∑

j∈Jk

xbekj
∑

l∈L
λbel α

ef
k (δlj + r

∑

b∈Bkj

δFj x̂
be
jkbδ

l
b)] (22)

4.2 Solving the Subproblems

Equation (22) shows that the problem (21) can be separated into the following three set of subproblems:

Subproblem (i):

min(C̃l − ληl ηl − λ
ef
l β

ef
l − λ

be
l β

be
l ) (23)

Subject to: (8)(13)(14) (24)

Subproblem (i) can be solved by the gradient projection method [7].

Subproblem (ii):

min[
∑

j∈Jk

xefkmj

∑

l∈L
(ληl ρ

ef
kj + λefl α

ef
km)(δlj +

∑

b∈Bkj

δFj x̂
ef
jkbδ

l
b)] (25)

Since we have a small set of candidate path for each O-D, we can simply set the link cost to (ληl ρ
ef
kj +

λefl α
ef
km), and then enumerate the choice of working paths and backup paths, picking the combination of

working and backup paths with the least total cost. The resulting choice of working path and backup path

is cached. In the subsequent iteration, only paths whose cost is changed will be compared to the previous

solution, and hence save the running time.

Subproblem (iii):

min[
∑

j∈Jk

xbekj
∑

l∈L
λbel α

ef
k (δlj + r

∑

b∈Bkj

δFj x̂
be
jkbδ

l
b)] (26)
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Similar to Subproblem (ii), the solution is to enumerate the choice of working path and backup path,

then choose the one with the least combined cost. The results are similarly cached to speed up the program.

4.3 Subgradient Method

The subgradient method is used to update ληl , λ
ef
l and λbel . For an in depth description of the subgradient

method and its variants, please refer to [6].

Given the initial values of ληl , λ
ef
l and λbel , once we solve the problem (D), subgradients for the three

set of Lagrangeans are computed as follows:

ωηl = ηl −
∑

k∈K

∑

m∈Mk

ρefkm

∑

j∈Jk

(xefkmjδ
l
j +

∑

b∈Bkj

xefkmjδ
F
j x̂

ef
jkbδ

l
b) (27)

ωefl = βefl −
∑

k∈K

∑

m∈Mk

αefkm

∑

j∈Jk

(xefkmjδ
l
j +

∑

b∈Bkj

xefkmjδ
F
j x̂

ef
jkbδ

l
b) (28)

ωbel = βbel −
∑

k∈K
αbek

∑

j∈Jk

(xbekjδ
l
j + r

∑

b∈Bkj

xbekjδ
F
j x̂

be
jkbδ

l
b) (29)

To improve the convergence speed, the surrogate subgradient method is used, where only one of the

three subproblems is solved at a time. The subsequent Lagrangean multipliers are updated using the latest

value.

ληl ← min(0, ληl + tωηl ), ∀l ∈ L (30)

λefl ← min(0, λefl + tωefl ), ∀l ∈ L (31)

λbel ← min(0, λbel + tωbel ), ∀l ∈ L (32)

where the step size, t, is defined by:

t = φ
h∗ − h

||ωetal ||2 + ||ωefl ||2 + ||ωbel ||2
(33)

where h∗ is the value of the best feasible solution found so far, and φ is a scalar between 0 and 2. φ is

set to 2 initially in our study and is halved if the solution does not improve in 10 iterations.
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At each iteration, the solution of xefkmj∗ , x
be
kj∗ , x̂

ef
jkb, and x̂efjkb for the primal problem (P) can be obtained

from the solution of subproblem (ii) and(iii). The link capacity ψ̃l is computed according to (13). Conse-

quently, the primary objective function can be derived. As the iteration proceeds, we store the best solution

found so far for the primal problem (P). In this way, we are always able to obtain a feasible solution. The

maximum number of iterations is set to 400 in the implementation [33][2].

The solution of the dual problem provides a lower bound for the primal problem. Therefore, the solution

quality can be assessed by the duality gap, which is the difference between the solutions of problem (P) and

problem (D). Note that because the duality gap is always no smaller than the actual difference between the

obtained feasible solution and the optimal solution, it is a conservative estimate of the solution quality.

5 Computational Results

In this section, we present numerical results based on experimentation. The objective of our experiment is

to evaluate the solution quality and running time of the algorithm. The program is implemented in C and

the computation is performed on a Pentium IV 2.4GHz PC with 512M memory, running Redhat Linux

7.2.

The network topologies are generated using the Georgia Tech Internetwork Topology Models (GT-ITM)

[38]. The locations of origins and destinations are randomly selected. For each O-D pair, 10 candidate

working paths are calculated using Yen’s K-shortest path algorithm [36]. 10 candidate backup paths are

also generated for each candidate working path.

If not specified, EF demand pairs are randomly generated with the average rate uniformly distributed

from 0 Mbps to 10 Mbps. The requested bandwidth of a EF demand pair is a value between the average

rate and the peak rate. It is randomly specified to be 150%-300% of the average rate in our experiments.

The average rate of BE demand is uniformly distributed from 10Mbps to 50Mbps. The number of EF

demands for the same O-D pair is uniformly distributed from 1 to 10. The number of candidate link types
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for link l is uniformly distributed from 5 to 10. The capacities of link types are set to be multiples of

45Mbps, while the costs of the link types for link l are randomly generated in such a way that the cost

goes higher and the unit cost per Mbps goes down as the link capacity increases. We use average packet

size ỹ = 4396 bits and second moment of packet size ỹ2 = 22790170 bits2 for all the test cases. They

are calculated based on a traffic trace (AIX-1014985286-1) from the NLANR Passive Measurement and

Analysis project [1]. The restoration level of BE traffic is determined by the network designer, depending

on the budget and the desired BE class resilience. It is set to 0.5 in all of the experiments.

The BE delay bound factor, gl, is set to 2 for all links in our experiments. In practice, gl should be

carefully chosen to reflect the desired BE performance and the expected link utilization. Figure (1) shows

the figure of f(βlef ) with respect to βlef for various values of gl. As can be seen from the figure, the link

utilization varies significantly as gl changes. The average link utilization, the value of
βl

ef+βl
be

f(βl
ef )

, is about

60% when gl equals 2.
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Figure 1: f(βlef ) vs. βlef , (βlbe = 5× 107 bps)

Two additional greedy type heuristics were implemented for the purpose of comparison:

14



1. The first heuristic method starts with one randomly chosen O-D pair k, finds out both the best

working path j and backup path b for both EF and BE demand among all candidate working and

backup paths that would result in the least total cost, and then repeats the process for all k ∈ K.

2. The second heuristic is an iterative method inspired by the heuristic used in [23]. The primary

difference here is that [23] deals only with the spare capacity planning problem, while we have to

find out the working path first. In the first iteration, for each O-D pair k, the algorithm finds out

only the best working paths j for both EF and BE demands among candidate working paths that

would result in the least total cost. After all the working paths have been determined, the algorithm

looks for the best backup paths b for both EF and BE demands among candidate backup paths. In

the subsequent iteration, the algorithm goes through each O-D pair to see whether any change of

working path or backup path will lower the total cost. The iteration will continue as long as there is

at least one adjustment of path in the current iteration.

We will call these two methods (H) and (S), respectively.

The algorithms were tested on 8 different sizes of networks, ranging from 10 nodes to 1000 nodes. Some

details of the network topologies are listed in Table 2. Note that the O-D demand number shown in Table

2 includes both EF and BE demands. To obtain confidence intervals, we generated 30 different topologies

for each network size, with the same number of nodes, links, and O-D pairs.

Duality Gap =
∣∣∣∣
sp − sd
sd

∣∣∣∣ (34)

The solution quality is represented by the duality gap, which is the percentage difference between the

solution of the primal problem and the dual problem. sp and sd are the solutions of primal problem and

dual problem respectively. A value close to zero means the solution is very close to optimal.

Table 2 shows the Duality Gaps of the three solution methods, expressed in terms of the 95% confidence

intervals. It is easy to see from the table that the Lagrangian Relaxation together with the subgradient
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Node Link O-D Duality (%)
Number Number Number LR H S

10 25 30 0.12-3.24 3.82-21.89 0-3.40
20 50 90 0.01-2.96 0.2-15.21 0-2.3
50 125 350 0.17-1.78 1.7-13.70 0-1.87

100 250 1000 0.16-1.90 0-8.36 0-1.4
200 500 3000 0-1.64 0-10.21 0-1.55
500 1250 12000 0-2.59 0-11.47
700 1750 20000 0.2.82 0-9.35

1000 2500 40000 0-1.97 0-15.09

Table 2: Network topology information and experimental results

method produces reasonable results as the duality gap is bounded by no more than 3.3%. Note the primal

problem itself is approximated when reducing the size of candidate path set for all possible path set. But

according to our experimental results, more than 97% of the time, the final solution is chosen among the

5 shortest candidate paths. Therefore, 10 candidate paths are considered adequate. Having more than 10

candidate paths will have minimal impact on the solution quality, while significantly increasing the running

time. Given the large number of networks being tested, we are confident that the solution should have

good quality for other sizes of networks. Heuristic (S) achieves comparable solution quality in networks

sized up to 200 nodes, while method (H) yields solutions with a duality gap of more than 20%, which is

not very desirable.

Figure 2 shows the running time with respect to the network size. In all 240 test cases of Lagrangian

Relaxation based method, the algorithm converges without difficulty. As can be seen from the figure,

heuristic (S) takes much longer time than the other two methods.

From the experiments shown above, Lagrangian Relaxation based approach demonstrates a good trade-

off between the solution quality and the running time. The size of the largest network evaluated in this

paper is representative of a large network, and is much larger than the test cases used in most work on

network design. It is fair to predict that the running time of the algorithm will stay reasonable for practical

sized networks.
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Figure 2: Running Time vs. Network Size

The flow aggregation based lagrangian Relaxation method proposed in this paper can be applied to

more general nonlinear integer multicommodity flow problems. We are seeking the opptunitues to extend

the method to other types of network design problems, such as design of optical networks and overlay

networks.

6 Conclusions and Future Directions

In this paper, we addressed the problem of link dimensioning and routing for survivable MPLS networks

supporting DiffServ EF and BE traffic. We formulate the problem as an optimization problem, where

the total link cost is minimized, subject to the performance constraints of both EF and BE classes under

normal circumstance and single link failures. The variable here is the routing of working and backup LSP

of both EF and BE user demands, and the discrete link capacities.

This paper presents a preliminary investigation of the capacity planning issue for survivable multiclass

MPLS networks. The novelty of the problem presented in this paper is that it involves two traffic classes,
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EF and BE, which have totally different forms of performance requirements and results in non-linear

performance constraint. Unlike SCA problems, this paper deal with the the working and backup paths at

the same time, which is considered to be much more complex. The combination of targeting multiple traffic

classes with non-linear performance constraints, optimizing working path and backup path simultaneously,

and the use of non-linear cost function produces a problem more difficult than most related works.

We presented a Lagrangian Relaxation-based method to effectively decompose the original problem. A

subgradient method is used to find the optimal Lagrangian multiplier. We investigated experimentally the

solution quality and running time of this approach. The results from our experiments indicate that our

method produces solutions that are within a few percent of the optimal solution, while the running time

stays reasonable for practical sized networks.

The problem formulation and solution approaches may be applied to other traffic classes, such as the

Assured Forwarding (AF) class. The technique of relaxing flow balance equations enables the Lagrangian

Relaxation techniques to be applied to difficult integer non-linear programming problems, which is not

possible otherwise. We are investigating the adaptation of this technique to the general non-linear multi-

commodity flow problems.
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